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Abstract

Although handwritten text recognition has been studied

for some years, only few authors have used statistical

language models to increase the performance of their

recognizers. In those few cases where a language model

has been used, its integration has not been systematically

optimized. In this paper we investigate the optimiza-

tion of the integration of statistical language models into

HMM based recognition systems for offline handwrit-

ten text. Based on experiments with the IAM database

we show that the recognition performance of a general

offline handwritten text recognizer can be substantially

improved.

1 Introduction

Offline recognition of handwritten text has been inves-
tigated since many years [2, 4, 11]. But only recently
authors have started to take advantage of the integra-
tion of statistical language models [5, 8, 12]. All these
works are based on the HMM framework which directly
supports the integration of such language models.

The goal of handwritten text recognition is to find
the most likely sentence Ŵ = (w1, w2, . . . , wn) for a
given observation sequence X = (X1, X2, . . . , Xm) pro-
vided by some feature extraction mechanism.

Ŵ = argmax
W

p(W |X) (1)

Since HMM based classifiers compute an estimate of
p(X |W ) for a given hypothesis W the Bayes’ rule can
be applied to rewrite Eq. (1) as follows.

Ŵ = argmax
W

p(X |W )p(W ) (2)

Consequently, the result of the HMM classification
needs to be combined with the sentence probability
p(W ). Eq. (2) can therefore be seen as the decomposi-
tion of Eq. (1) into the ”optical” model p(X |W ) and a
statistical language model represented by p(W ).

For the statistical language model most often so
called n-gram models are used in the domain of speech
recognition [10]. In the area of handwriting recog-
nition, bigram models (n = 2) were used by [5, 8],
and [12] compared the impact of both bigram and tri-
gram (n = 3) language models on the recognizers’ per-
formance. Given a bigram language model, the sen-
tence probability p(W ) is computed as the product∏

p(wi|wi−1), where p(wi|wi−1) stands for the condi-
tional probability of word wi directly following word
wi−1

1. This decomposition allows for a simple and
efficient integration of such language models into the
Viterbi decoding step:

φi = φi−1 + log p(Xi|wi) + log p(wi|wi−1) (3)

where Xi represents the observation sequence associ-
ated with word wi, φ0 = 0 and φn = p(W |X) according
to Eq. (1).

Since both the HMM and the n-gram language model
only produce approximations of probabilities, we use
two additional parameters, α and β. Their aim is
to partially compensate the deficiencies of the optical
model and the language model. This leads to

φi = φi−1 + log p(Xi|wi) + α log p(wi|wi−1) + β (4)

In this paper we will use the term Grammar Scale

Factor2 (GSF) for parameter α and Word Insertion

Penalty (WIP) for parameter β. The GSF can be used
to weight the influence of the language model against
the optical model. The WIP helps to control insertion
and deletion of words. Note that the true number of
words is unknown in the decoding step. Splitting an

1For n-gram language models the term p(wi|wi−1) is replaced

by p(wi|w
i−1

i−n+1
) where wi−1

i−n+1
stands for the word sequence

(wi−n+1, . . . , wi−1).
2In the literature the terms linguistic weight, language weight

or, more specifically, language model weight can also be found.
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Figure 1. A part of a rescored recognition lattice corresponding to the second line of text in Fig. 2. The
bold edges indicate the recognition result and the solid edges represent the correct transcription.

Figure 2. A sample sentence from the IAM
Database.

observation sequence X into n words results in a term
nβ to be added to the recognition score for the hand-
written sentence. Oversegmentation can be reduced by
selecting β ≤ 0 while a choice of β ≥ 0 will decrease the
number of undersegmentations3.

Because there is no exact mathematical model of
these two parameters, the optimal values for α and β

are normally determined by experiment on a validation
set.

2 Related Work

In the domain of handwriting recognition the optimiza-
tion of the GSF and the WIP has not been addressed
before, to the knowledge of the authors. Handwritten
text recognition systems which do not include a statis-
tical language model [2, 4, 11] are operating with the
parameter set (α = 0, β = 0). Those who do [5, 8, 12],
are using (α = 1, β = 0). I.e. the weighting of the
output of the language models has not been optimized
against the HMM based optical model and no attempt

3Please note that positive WIP correspond to negative β val-
ues. This comes from the fact that the decoder maximizes the
value φi of Eq. (4).

has been made to balance over- and undersegmentation
rates.

Some works in the domain of speech recognition in-
vestigate the role of the GSF and the WIP [9, 7, 1].
In [9] the optimization of the WIP is addressed. It is
suggested to adjust the WIP to control the rate of word
insertion and word deletion. A large WIP will reduce
the word insertion rate and increase the word deletion
rate. A small WIP will have the opposite effect.

According to [1], all current ”state-of-the-art” speech
recognition systems are not directly applying Bayes’
rule; rather, empirical scaling factors are applied to
both the language model and the acoustic model4 out-
put. As an alternative, an approach called mixture
of experts is proposed where both the HMM and the
statistical language model are treated as mutually ex-
clusive experts. The corresponding scores can then be
weighted with priors which estimate the reliability of
the experts given a observation sequence X .

In [7] the GSF is shown to be dependent on the sen-
tence length if n-gram language models are used. The
factorization of n-gram language models leads to a pref-
erence for shorter sentences W . As a consequence, a
recognizer often produces sentences which are shorter
than the correct answer for large GSF. To compensate
for this undersegmentation, negative WIP have been
found to produce best results for large GSF.

3 Methodology

Using an HMM based handwritten text recognition sys-
tem, recognition lattices are produced for handwritten

4In the domain of speech recognition the term acoustic model

is commonly used for the quantity p(X|W ).



sentences as shown in Fig. 1 and Fig. 2. These lattices
represent part of the search space which has been ex-
plored during the Viterbi decoding step and can be seen
as directed acyclic graphs. The nodes represent alter-
native segmentation boundaries and the edges stand for
the recognized words. Each edge of a lattice carries the
corresponding values p(Xi|wi) estimated by the HMM
as well as the bigram probability p(wi|wi−1) provided
by the language model.

A lattice rescoring procedure can then be applied as
follows. For a specific parameter pair (α, β) the val-
ues of the edges are recombined into single scores us-
ing Eq. (4) and the path producing the highest score
is printed out as the recognition result. The resulting
performance measures, for example the word recogni-
tion rate or the word level accuracy5 , can then be used
to jointly optimize the GSF and the WIP on a valida-
tion set.

4 Experiments and Results

The HMM based handwritten text recognition system
described in [5] is using a linear topology for the char-
acter models. This topology was adopted in the cur-
rent paper. However, the number of states was chosen
depending on the individual character [14], and a mix-
ture of eight Gaussians for each state was used, rather
than just a single Gaussian as reported in [5]. A writer
independent sentence recognition task has been con-
sidered using material from the segmented version of
the IAM database [6, 13]. The text recognition sys-
tem was trained on 5,799 images of handwritten text
lines containing a total of 39,993 word instances writ-
ten by 448 different writers. The task lexicon has been
closed over the test (validation) set and included 8,819
(8,825) words6. For the bigram language model the
tagged LOB Corpus [3] was used after excluding all
sentences from the test (validation) set. Both valida-
tion and test set contain 200 complete sentences each,
written by 100 writers which did not contribute to the
training set.

For each sentence in the validation set a recognition
lattice was computed as described in Sec. 3. The 200 re-
sulting lattices were then rescored using different combi-
nations of the GSF and the WIP. For each combination
of the GSF and the WIP the resulting sentence recogni-
tion rate, word recognition rate and word level accuracy

5The word recognition rate is defined as H/N and the word
level accuracy as (H − I)/N . N represents the number of words
in the correct solution, H stands for the number of correctly
recognized words and the number of insertions is specified by I.

6The closing the lexicon over the test (validation) set ensures
that all words of the test (validation) set are contained in the
task lexicon.
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Figure 3. Validation set sentence recognition
rate (above) and word level accuracy (below)
for different GSF and WIP.

were measured. In Fig. 3 the resulting sentence recog-
nition rate and word level accuracy are provided where
the GSF was sampled in the range of [10,50] and the
WIP in the range of [-50,200]. The results for the word
recognition rate are not provided since they are very
similar to the plot for the word level accuracy.

As claimed in [7], it can be seen from Fig. 3 that the
GSF and the WIP are not independent of each other.
The larger the GSF is, the larger we have to choose
the WIP for optimal word level accuracy results. It
can further be observed that the best values of the
two parameters depend on the performance measure
we want to optimize. Parameter which optimize the
sentence recognition rate (α = 45, β = 75) differ signif-
icantly from those maximizing the word level accuracy
(α = 30, β = 50).

Tab. 1 provides three settings of the GSF and the
WIP which simulate different recognition systems. For
each parameter setting the resulting sentence recogni-
tion rate (Sen.), word recognition rate (Wrd.) and word
level accuracy (Acc.) are shown for the validation set.
For (α = 0, β = 0) a recognition system is assumed
which does not use any language model. The second



α β Sen. Wrd. Acc.
0 0 0.0% 56.7% 46.2%
1 0 0.0% 58.9% 49.4%

30 50 6.0% 73.7% 70.5%

Table 1. Comparison of the validation set per-
formance of the baseline and the optimized
systems.

α β Sen. Wrd. Acc.
0 0 0.5% 60.1% 49.1%
1 0 0.5% 62.4% 52.2%

30 50 10.5% 79.0% 76.3%

Table 2. Comparison of the test set perfor-
mance of the baseline and the optimized sys-
tems.

row (α = 1, β = 0) corresponds to the incorporation of
the language model as reported in [5, 8, 12]. The opti-
mized integration given in the third row (α = 30, β =
50) shows the performance gains achieved7.

Corresponding results for the test set (see Tab. 2)
demonstrate that substantial improvements were also
achieved on the test set using the GSF and the WIP
optimized on the validation set.

5 Conclusions

This paper proposes the use of two parameters, the
Grammar Scale Factor (GSF) and the Word Insertion
Penalty (WIP) in HMM based handwritten text recog-
nition. The GSF balances the influence of the language
model probabilities versus the output of the HMM while
the WIP allows to find an optimal trade-off between
word insertions and word deletions.

For a writer independent sentence recognition task
different combinations of the GSF and the WIP were
evaluated to maximize the benefit of a bigram language
model in the recognition process. Using the optimal
parameter values found on the validation set, the test
set word recognition rate could be increased by 16.6%
over the previously used language model integration. A
corresponding increase of 24.1% was measured for the
word level accuracy.
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